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IntroductionIntroductionIntroduction

qCurrently at UTA we have:
è48 processor Linux cluster for dedicated 

DØ Monte Carlo production.

èDØ “analysis server.”

èLinux desktop PC’s divided between DØ
and Atlas (grid test bed) experiments.
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Server ConfigurationServer ConfigurationServer Configuration

q Intel server board
qdual Pentium III 1 GHz cpu’s
q1 GB SDRAM (max. 4 GB)
q54 GB SCSI hard disk
q300 GB IDE RAID
qCD-RW, tape back-up, etc.
q~$3500
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Linux InstallationLinux InstallationLinux Installation

qRed Hat 7.1 “out of the box” – update the 
kernel.

qSeveral new configuration features 
compared to RH 6.1, 6.2

qDevice driver support improved in RH 7.x 
??

qDepends…
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Software Installed Software Installed Software Installed 

q ‘bootstrap’ UPS/UPD.

q cern, root, geant, etc.

q DØRunII t01.72.00, p11.00.00:

à upd install D0RunII 

à download & unpack DØRunII-bin

q External packages as required.
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Documentation on the WebDocumentation on the WebDocumentation on the Web

qAs part of the DØrace project we’ve begun 
posting instructions for software 
installation:

http://www-hep.uta.edu/~d0race

(click on “Setting Up A Remote Analysis Station” link)

qCurrently four “phases” with increasing 
capabilities.
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ConclusionConclusionConclusion
q With some DØ software installed users are now 

beginning to try out our local system (and report 
problems…).

q Compiling setup / installation documentation at
www-hep.uta.edu/~d0race/

q See the DØ release install scripts on the DØrace
website – helpful for automating things (thanks 
John Ellison).

q Please contact me (sosebee@uta.edu) if I can 
help with anything.


